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The Seductive Allure of Neuroscience Explanations

Deena Skolnick Weisberg, Frank C. Keil, Joshua Goodstein,
Elizabeth Rawson, and Jeremy R. Gray

Abstract

& Explanations of psychological phenomena seem to gener-
ate more public interest when they contain neuroscientific
information. Even irrelevant neuroscience information in an
explanation of a psychological phenomenon may interfere with
people’s abilities to critically consider the underlying logic of
this explanation. We tested this hypothesis by giving naı̈ve
adults, students in a neuroscience course, and neuroscience ex-
perts brief descriptions of psychological phenomena followed
by one of four types of explanation, according to a 2 (good
explanation vs. bad explanation) ! 2 (without neuroscience

vs. with neuroscience) design. Crucially, the neuroscience in-
formation was irrelevant to the logic of the explanation, as
confirmed by the expert subjects. Subjects in all three groups
judged good explanations as more satisfying than bad ones.
But subjects in the two nonexpert groups additionally judged
that explanations with logically irrelevant neuroscience infor-
mation were more satisfying than explanations without. The
neuroscience information had a particularly striking effect on
nonexperts’ judgments of bad explanations, masking other-
wise salient problems in these explanations. &

INTRODUCTION

Although it is hardly mysterious that members of the
public should find psychological research fascinating,
this fascination seems particularly acute for findings that
were obtained using a neuropsychological measure. In-
deed, one can hardly open a newspaper’s science sec-
tion without seeing a report on a neuroscience discovery
or on a new application of neuroscience findings to eco-
nomics, politics, or law. Research on nonneural cogni-
tive psychology does not seem to pique the public’s
interest in the same way, even though the two fields are
concerned with similar questions.

The current study investigates one possible reason why
members of the public find cognitive neuroscience so
particularly alluring. To do so, we rely on one of the
functions of neuroscience information in the field of psy-
chology: providing explanations. Because articles in both
the popular press and scientific journals often focus on
how neuroscientific findings can help to explain human
behavior, people’s fascination with cognitive neuroscience
can be redescribed as people’s fascination with explana-
tions involving a neuropsychological component.

However, previous research has shown that people
have difficulty reasoning about explanations (for reviews,
see Keil, 2006; Lombrozo, 2006). For instance, people can
be swayed by teleological explanations when these are not
warranted, as in cases where a nonteleological process,
such as natural selection or erosion, is actually implicated

(Lombrozo & Carey, 2006; Kelemen, 1999). People also
tend to rate longer explanations as more similar to ex-
perts’ explanations (Kikas, 2003), fail to recognize circu-
larity (Rips, 2002), and are quite unaware of the limits
of their own abilities to explain a variety of phenomena
(Rozenblit & Keil, 2002). In general, people often believe
explanations because they find them intuitively satisfying,
not because they are accurate (Trout, 2002).

In line with this body of research, we propose that
people often find neuroscience information alluring be-
cause it interferes with their abilities to judge the quality
of the psychological explanations that contain this infor-
mation. The presence of neuroscience information may
be seen as a strong marker of a good explanation, re-
gardless of the actual status of that information within
the explanation. That is, something about seeing neu-
roscience information may encourage people to believe
they have received a scientific explanation when they
have not. People may therefore uncritically accept any
explanation containing neuroscience information, even
in cases when the neuroscience information is irrelevant
to the logic of the explanation.

To test this hypothesis, we examined people’s judg-
ments of explanations that either do or do not contain
neuroscience information, but that otherwise do not dif-
fer in content or logic. All three studies reported here
used a 2 (explanation type: good vs. bad) ! 2 (neurosci-
ence: without vs. with) design. This allowed us to see
both people’s baseline abilities to distinguish good psy-
chological explanations from bad psychological explana-
tions as well as any influence of neuroscience informationYale University
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Education and the Brain: A Bridge Too Far 

JOHN T. BRUER 
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rain science fascinates teachers and educators, just as 
it fascinates all of us. When I speak to teachers about 
applications of cognitive science in the classroom, 

there is always a question or two about the right brain ver- 
sus the left brain and the educational promise of brain- 
based curricula. I answer that these ideas have been 
around for a decade, are often based on misconceptions and 
overgeneralizations of what we know about the brain, and 
have little to offer to educators (Chipman, 1986). Educa- 
tional applications of brain science may come eventually, 
but as of now neuroscience has little to offer teachers in 
terms of informing classroom practice. There is, however, a 
science of mind, cognitive science, that can serve as a basic 
science for the development of an applied science of learn- 
ing and instruction. Practical, well-founded examples of 
putting cognitive science into practice already exist in nu- 
merous schools and classrooms. Teachers would be better 
off looking at these examples than at speculative applica- 
tions of neuroscience. 

The teachers' questions arise out of the perennial interest 
in the brain and neuroscience that has always existed at the 
margin of educational research and reform discussions. Re- 
cently, however, interest in how neuroscience might im- 
prove education has moved from the margins to center 
stage. Educators and education policy experts are the most 
vocal enthusiasts. Educational writers, likewise fascinated 
by the brain but puzzled by the mind, have picked up on 
this enthusiasm. Over the past year, there have been nu- 
merous books, journal articles, policy studies, and stories in 
the media about how our emerging understanding of brain 
development and neural function could revolutionize edu- 
cational practice.' Neuroscientists, while interested in how 
their research might find application outside the laboratory 
and clinic, are more guarded in their claims. Often they are 
puzzled by the neuroscientific results educators choose to 
cite, by the interpretations educators give those results, and 
by the conclusions educators draw from them. 

This article examines those results, interpretations, and 
conclusions-a set of claims that I will call the neuroscience 
and education argument. The negative conclusion is that 
the argument fails. The argument fails because its advocates 
are trying to build a bridge too far. Currently, we do not 
know enough about brain development and neural func- 
tion to link that understanding directly, in any meaningful, 
defensible way to instruction and educational practice. We 
may never know enough to be able to do that. The positive 
conclusion is that there are two shorter bridges, already in 

place, that indirectly link brain function with educational 
practice. There is a well-established bridge, now nearly 50 
years old, between education and cognitive psychology. 
There is a second bridge, only around 10 years old, between 
cognitive psychology and neuroscience. This newer bridge 
is allowing us to see how mental functions map onto brain 
structures. When neuroscience does begin to provide use- 
ful insights for educators about instruction and educational 
practice, those insights will be the result of extensive traffic 
over this second bridge. Cognitive psychology provides the 
only firm ground we have to anchor these bridges. It is the 
only way to go if we eventually want to move between ed- 
ucation and the brain. 

The Neuroscience and Education Argument 
The neuroscience and education argument relies on and 
embellishes three important and reasonably well-estab- 
lished findings in developmental neurobiology. First, start- 
ing in infancy and continuing into later childhood, there is 
a dramatic increase in the number of synapses that connect 
neurons in the brain. This synaptic proliferation (synapto- 
genesis) is followed by a period of synaptic elimination. 
Second, there are experience-dependent critical periods in 
the development of sensory and motor systems. Third, in 
rats at least, complex, or enriched, environments cause new 
synapses to form. 

The argument runs as follows. Starting in early infancy, 
there is a rapid increase in the number of synapses or neural 
connections in children's brains. Up to age 10, children's 
brains contain more synapses than at any other time in their 
lives. Early childhood experiences fine-tune the brain's 
synaptic connections. In a process that we might describe as 
synaptic pruning, childhood experiences reinforce and 
maintain synapses that are repeatedly used, but snip away 
the unused synapses. Thus, this time of high synaptic den- 
sity and experiential fine-tuning is a critical period in a 
child's cognitive development. It is the time when the brain 
is particularly efficient in acquiring and learning a range of 
skills. During this critical period, children can benefit most 
from rich, stimulating learning environments. If, during 
this critical period, we deprive children of such environ- 
ments, significant learning opportunities are lost forever. As 
one popular article put it, "with the right input at the right 
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Abstract

Much of cognitive psychology focuses on effects measured in tens of milliseconds while significant
educational outcomes take tens of hours to achieve. The task of bridging this gap is analyzed in terms
of Newell’s (1990) bands of cognition—the Biological, Cognitive, Rational, and Social Bands. The 10
millisecond effects reside in his Biological Band while the significant learning outcomes reside in his
Social Band. The paper assesses three theses: The Decomposition Thesis claims that learning
occurring at the Social Band can be reduced to learning occurring at lower bands. The Relevance
Thesis claims that instructional outcomes at the Social Band can be improved by paying attention to
cognition at the lower bands. The Modeling Thesis claims that cognitive modeling provides a basis for
bridging between events on the small scale and desired outcomes on the large scale. The unit-task
level, at the boundary of the Cognitive and Rational Bands, is useful for assessing these theses. There
is good evidence for all three theses in efforts that bridge from the unit-task level to educational
applications. While there is evidence for the Decomposition Thesis all the way down to the 10
millisecond level, more work needs to be done to establish the Relevance Thesis and particularly the
Modeling Thesis at the lower levels. © 2002 Cognitive Science Society, Inc. All rights reserved.

Keywords: Cognitive modeling; Cognitive architectures; Education; Intelligent tutoring

1. Introduction

The struggle of Psychology has always been to say things of significance to the human
experience that have a rigorous scientific foundation. The enormity of human experience and
our strong preconceptions about that experience have made this a very difficult task.
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architecture became relatively unimportant at the Rational Band and were completely
irrelevant at the Social Band. Nevertheless, this paper will argue that fine-grained temporal
factors at the Biological Band do influence higher-level outcomes and that education can be
made more effective by paying attention to the lower level.
Bruer (1998) has argued that trying to link biology to education would be a “bridge too

far.” He suggests that cognitive psychology serves as an “island” to link research on the brain
with research on instruction; that is, there should be one bridge from biology to cognitive
psychology and another bridge from cognitive psychology to education. His discussion is
really concerned with the choice between psychological and biological explanations and not
with time scales. Most of what he describes as cognitive psychology would be situated in the
upper end of the Newell’s Biological Band, the Cognitive Band, and the lower end of the
Rational Band. It certainly includes simple laboratory tasks, where 10 millisecond effects are
measured. Thus, in part his argument depends on the plausibility of building a bridge from
10 msec effects to complex educational outcomes. Without taking a stance on whether a
bridge from the discipline of biology to the discipline of education is a bridge too far, this
paper will consider the issues involved in bridging the time scale required for his cognitive
psychology-to-education bridge.
The paper will examine the plausibility of three “bridges” of successively longer spans. It

will first consider spanning the 4 orders of magnitude in going from what are called unit tasks
(the top end of Newell’s Cognitive Band, taking on the order of 10 seconds) to educational
outcome in courses taking on the order of 100 hours (a “long” bridge). Then the paper will
discuss how these unit tasks can be broken down into primitive actions (Newell’s Deliberate
Acts) taking hundreds of milliseconds and assess whether instruction can be enhanced by
paying attention to these primitive actions (a “longer” bridge). Then the paper will show how
parallel, subsymbolic processes control 10 millisecond differences in these primitive actions
and consider whether differences in these subsymbolic processes have significant impact for
educational achievement (the “longest” bridge). The paper will show that the Decomposition
Thesis has strong support all the way down. The existing evidence for the Relevance Thesis

Table 1
Newell’s Time Scales of Human Action

Scale (sec) Time Units System World (theory)

107 months
106 weeks Social Band
105 days
104 hours Task
103 10 min Task Rational Band
102 minutes Task
101 10 sec Unit task
100 1 sec Operations Cognitive Band
10!1 100 msec Deliberate act
10!2 10 msec Neural circuit
10!3 1 msec Neuron Biological Band
10!4 100!s Organelle
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What to do about it?  
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A B S T R A C T

Differing worldviews give interdisciplinary work value. However, these same differences are the primary hurdle
to productive communication between disciplines. Here, we argue that philosophical issues of metaphysics and
epistemology subserve many of the differences in language, methods and motivation that plague interdisci-
plinary fields like educational neuroscience. Researchers attempting interdisciplinary work may be unaware that
issues of philosophy are intimately tied to the way research is performed and evaluated in different fields. As
such, a lack of explicit discussion about these assumptions leads to many conflicts in interdisciplinary work that
masquerade as more superficial issues. To illustrate, we investigate how philosophical assumptions about the
mind (specifically the hard problem of consciousness and mind-body problem) may influence researchers in
educational neuroscience. The methods employed by researchers in this field are shaped by their metaphysical
beliefs, and arguments around these issues can threaten accepted disciplinary ontologies. Additionally, how a
researcher understands reduction in the special sciences and how they place their colleagues in this ontology
constrains the scope of interdisciplinary projects. In encouraging researchers to explicitly discuss the
philosophical assumptions underlying their research we hope to alleviate some of the conflict and establish
realistic expectations for collaborative projects.

1. Introduction

Interdisciplinary work is increasingly important and valued in
academia. The questions of greatest practical importance today are
rarely discipline-specific and can be investigated using many different
methods. When considering questions that affect humanity broadly –
such as those concerning health, international affairs, environment,
education, or resources – the complex and systemic nature of these
questions necessitates the ideas and methods from many different
disciplines come together and develop comprehensive solutions. The
possibility for the success of interdisciplinary work is evident from a
growing body of publications and journals dedicated to combining two
or more fields, such as npj Science of Learning (journal which pools
research from neuroscience, psychology, and education in order to
explore human learning), and the World Review of Science,
Technology, and Sustainable Development (a journal which pools
ideas from chemistry, economics, and urban development in order to
explore sustainable development).

In this paper, we use the term “interdisciplinary” broadly; as that
which involves sharing of information and frameworks specific to

qualitatively different academic fields in an attempt to answer a
common question. The most difficult and relevant instances of this to
our discussion are cases of transdisciplinary projects where discipline
specific knowledge must be synthesised and a new language and set of
methodologies must be created as an integration of the relevant
disciplines [1]. However, researchers engaging in all forms of multi-
disciplinary collaboration (along the continuum frommultidisciplinary,
interdisciplinary to transdisciplinary practice) will benefit from the
discussion herein.

Funding bodies recognize the importance of communication be-
tween disciplines in addressing complex problems and incentivise
these endeavours by requiring researchers to work together for many
competitive grant applications. The major funding bodies for science
research in the USA and Australia, namely the National Institute for
Health (NIH), National Health and Medical Research Council
(NHMRC), and Australian Research Council (ARC), all encourage
interdisciplinary research. In June 2016, out of a total of 1093 active
grant calls for research at the NIH, 21.0% mentioned the word
multidisciplinary, 13.9% mentioned the word interdisciplinary, 2.8%
include the word cross-disciplinary, and 3.8% mentioned transdisci-

http://dx.doi.org/10.1016/j.tine.2017.02.001
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Do the learning sciences have a place in higher education
research?
Jason M. Lodge

Melbourne Centre for the Study of Higher Education & ARC Science of Learning Research Centre, University of
Melbourne, Melbourne, VIC, Australia

Higher education, as a research discipline, is reaching a critical juncture. The current
models, frameworks and approaches to understanding learning in higher education in
the digital age are inadequate (Laurillard, 2002). The relationship that students in
higher education have with information and with technology is rapidly changing the
way that students access and use knowledge (Ellis & Goodyear, 2010). Teachers, univer-
sities and higher education researchers are struggling to keep up with this rapid pace of
change (Bates & Sangra, 2011). This widening gap between research, practice and
policy is perhaps best exemplified in the mania that surrounded the emergence of
massive open online courses (MOOCs).

In this article, I intend to elucidate the core of the inability of research into learning in
higher education to adapt to these changes and suggest a way to move forward. Rather
than argue that a single discipline or paradigm offers a viable alternate approach to
researching learning in higher education, several disciplines are offered, collectively
referred to here as the learning sciences. The learning sciences are generally considered
as including the disciplines of psychology (particularly educational and cognitive psychol-
ogy), neuroscience, anthropology and information sciences. The learning sciences have
had a substantial impact on the debate about effective learning strategies in primary
and secondary education but have remained outside the discourse in tertiary education
settings (Lodge & Bosanquet, 2014). The social sciences broadly have for too long been
detached from models and frameworks of learning in higher education and have thus
not adequately informed the evidence base for teaching practice for several decades
(Haggis, 2009). I am therefore arguing that the learning sciences must again be seamlessly
integrated into an evidence-based approach to understanding and enhancing learning and
teaching in higher education.

The current state of higher education research is that a number of well-established
approaches to understanding learning have become dominant over all others (Tight,
2012). Evaluations of learning quality are built on self-report, phenomenography or dis-
course around learning (see Kandlbinder, 2011) rather than directly about learning (i.e.,
development of cognitive resources, enhanced thinking [Lodge & Bosanquet, 2014]).
Entwistle (2007) suggested that the shift away from the psychological theories of learning
was a deliberate attempt to develop an inclusive approach to learning in higher education
that could account for the great diversity of learning contexts. Haggis (2009), on the other

© 2015 HERDSA
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Abstract
Mathematics anxiety is a significant barrier to mathematical learning. In this article, we propose
that state or on-task mathematics anxiety impacts on performance, while trait mathematics
anxiety leads to the avoidance of courses and careers involving mathematics. We also
demonstrate that integrating perspectives from education, psychology and neuroscience
contributes to a greater understanding of mathematics anxiety in its state and trait forms.
Research from cognitive psychology and neuroscience illustrates the effect of state
mathematics anxiety on performance and research from cognitive, social and clinical
psychology, and education can be used to conceptualise the origins of trait mathematics
anxiety and its impact on avoidant behaviour. We also show that using this transdisciplinary
framework to consider state and trait mathematics anxiety separately makes it possible to
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A Bridge Too Far – Revisited:
Reframing Bruer’s Neuroeducation
Argument for Modern Science of
Learning Practitioners
Jared C. Horvath* and Gregory M. Donoghue

Science of Learning Research Centre, Melbourne Graduate School of Education, University of Melbourne, Melbourne, VIC,
Australia

In Education and the Brain: A Bridge Too Far, John Bruer argues that, although current
neuroscientific findings must filter through cognitive psychology in order to be applicable
to the classroom, with increased knowledge the neuroscience/education bridge can
someday be built. Here, we suggest that translation cannot be understood as a single
process: rather, we demonstrate that at least four different ‘bridges’ can conceivably
be built between these two fields. Following this, we demonstrate that, far from being
a matter of information lack, a prescriptive neuroscience/education bridge (the one
most relevant to Bruer’s argument) is a practical and philosophical impossibility due
to incommensurability between non-adjacent compositional levels-of-organization: a
limitation inherent in all sciences. After defining this concept in the context of biology, we
apply this concept to the learning sciences and demonstrate why all brain research must
be behaviorally translated before prescriptive educational applicability can be elucidated.
We conclude by exploring examples of how explicating different forms of translation
and adopting a levels-of-organization framework can be used to contextualize and
beneficially guide research and practice across all learning sciences.

Keywords: neuroscience, psychology, education, translation, levels-of-organization, learning sciences

In 1997, John Bruer published Education and the Brain: A Bridge Too Far – a theoretical exposition
of neuroeducation that has proven seminal to the learning sciences (Bruer, 1997). In this piece,
Bruer cautions that the gap between neuroscientific research and educational practice is too wide
to traverse. However, he argues that this gap can be spanned by utilizing cognitive psychology as
an e�ective middle-ground: more specifically, neuroscience can be used to elucidate and guide
cognitive psychology, which, in turn, can be used to elucidate and guide education.

Interestingly, Bruer couches this argument in terms of a ‘dearth-of-information’ – suggesting
the major impediment to the actualization of neuroeducation is lack of knowledge. For instance,
Bruer notes “Neuroscience has discovered a great deal about neurons and synapse, but not nearly
enough to guide educational practice. Currently, the span between brain and learning cannot
support much of a load” (p. 15; emphasis ours). Similarly, Bruer states “Educational applications of
brain science may come eventually, but as of now neuroscience has little to o�er teachers in terms
of informing classroom practice” (p. 4; emphasis ours). Whether he meant to convey a sense of
hope or was merely trying to temper the potentially controversial nature of his argument, Bruer’s
language gives the impression that, with enough knowledge, the bridge between neuroscience and
educational practice is achievable.

Frontiers in Psychology | www.frontiersin.org 1 March 2016 | Volume 7 | Article 377

EDITORIAL OPEN

Integrating neuroscience and learning: now’s the time...
npj Science of Learning (2016) 1, 16007; doi:10.1038/
npjscilearn.2016.7; published online 11 May 2016

The ability to learn and to retrieve information from memory arose
early in the evolution of animals, and is present across all species,
from humans to the simple roundworm (C. elegans). The capacity
to learn is critical for survival, whether it be to find food and avoid
predators, or to engage in effective social interactions and be
productive in the workplace. Our ability to increase human
potential is linked to our ability to learn at all life stages. Using
experimental models, in recent decades, the fields of neuroscience
and experimental psychology have made great strides in under-
standing how learning occurs, both in terms of cognitive
processes, and their underlying neural mechanisms. These studies
are providing insight into questions about learning, and possible
translational solutions from the cradle to the classroom. For
example, this work is beginning to provide an understanding of
disorders in memory formation, storage and retrieval, such as with
ageing and dementia1. It is also exploring stress, sleep and fear as
factors that diminish learning.
While it is widely believed that the same mechanisms and

systems underpin learning at large—in the classroom and in
informal learning environments—minimal progress has been
made to advance the translation and practice of this information.
In other words, the results of experimental studies are incon-
sistently and often inaccurately informing educational practice.
Further, educational practice is not informing basic research in
meaningful ways—an essential two way street.
Traditional learning environments are largely driven by

pedagogy, with its roots in social and developmental theory with
little or no input from neuroscience or psychology. Likewise, most
laboratory experiments designed to investigate the neural and
psychological processes that regulate learning have not drawn
upon the wealth of knowledge accumulated by teachers and
educators in real-world learning contexts. One reason for these
failures of translation is that neuroscientists, psychologists and
educators speak different langauges and have different
approaches when it comes to thinking about learning. Another
is that each discipline tends to focus on its own unique level of
explanation for various learning effects, and these can be hard to
relate to one another. For example, when a teacher or parent
notices an anxious child struggling to learn a new mathematical
concept, how is the neuroscientist to design an experiment to
test this at the level of neurons, systems and synapses?
Likewise, can the teacher harness the latest advances in under-
standing the nature of synaptic mechanisms of learning to help
her students solve fractions? Would this even matter? Can an
educator or parent begin to have a new perspective on how the
brain learns to help inform pedagogy and skill development? Can
researchers work together with educators to create meaningful
translations of research that increase every human’s learning
potential?
Our goal for npj Science of Learning is to overcome some of

these barriers and create common ground by providing an open-
access forum for all people interested in learning to begin to talk
the same language and to share their ideas from across the
spectrum of relevant disciplines. As editors, our goal is to

provide a forum for discussion of advances at all levels that
contribute to understanding learning. We aim to publish cutting
edge research on the mechanisms that underpin and influence
learning and memory formation in experimental systems,
as well as the pedagogical and social factors that influence
education. The open-access nature of this journal facilitates
the support of scientists, educators, informal learning advocates
and policy makers to drive experimental investigations, and
guide the practice and assessment of education. We aim to
publish findings in the functional, cellular, molecular, cognitive
and systems studies of learning and memory formation, as
well as the ideas and thinking of education theory. It is the link
that matters for npj Science of Learning. To support cross-talk
between disciplines, a lay summary will accompany each research
article, to make the findings more accessible to both scientists,
formal educators, advocates, informal educators and policy
makers.
This diversity is refected in the scope of articles in this first issue.

Long-term potentiation (or LTP) is a form of synaptic plasticity that
is believed to be the cellular basis for memory storage. As with
memory formation and consolidation, LTP has early short and late
persistent phases, and different molecular mechanisms mediate
the short and persistent forms of LTP. Pang et al.2 show that just as
with the early phase of LTP, the persistent form also has two
phases: induction and mainteinance. They show the two forms
require differential cleavage of the protein brian-derived neuro-
tropic factor. Patricia Alexander3 reviews the current state of
relational thinking and reasoning, and suggests ways in which
these different techniques could be used in the classroom. Levitan
et al.4 show that protein synthesis plays distinct roles in memory.
Using conditioned taste aversion, they show that while formation
of long-term memories requires protein synthesis, keeping these
representations in long-term memory requires a reduction in
protein synthesis.
To be successful, this highly interdisciplinary and diverse

community needs to come together to talk about needs and
different approaches. We need to create a common language with
clarity on goals and outcomes. We encourage you to participate in
the creation of this community that has the potential to transfer
learning. We invite you to make npj Science of Learning your forum
of choice.
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Summary
Many students are being left behind by an educational system that some people believe is in crisis. Improving educational 
outcomes will require efforts on many fronts, but a central premise of this monograph is that one part of a solution involves 
helping students to better regulate their learning through the use of effective learning techniques. Fortunately, cognitive and 
educational psychologists have been developing and evaluating easy-to-use learning techniques that could help students achieve 
their learning goals. In this monograph, we discuss 10 learning techniques in detail and offer recommendations about their 
relative utility. We selected techniques that were expected to be relatively easy to use and hence could be adopted by many 
students. Also, some techniques (e.g., highlighting and rereading) were selected because students report relying heavily on 
them, which makes it especially important to examine how well they work. The techniques include elaborative interrogation, 
self-explanation, summarization, highlighting (or underlining), the keyword mnemonic, imagery use for text learning, rereading, 
practice testing, distributed practice, and interleaved practice.
 To offer recommendations about the relative utility of these techniques, we evaluated whether their benefits generalize 
across four categories of variables: learning conditions, student characteristics, materials, and criterion tasks. Learning conditions 
include aspects of the learning environment in which the technique is implemented, such as whether a student studies alone 
or with a group. Student characteristics include variables such as age, ability, and level of prior knowledge. Materials vary from 
simple concepts to mathematical problems to complicated science texts. Criterion tasks include different outcome measures 
that are relevant to student achievement, such as those tapping memory, problem solving, and comprehension.
 We attempted to provide thorough reviews for each technique, so this monograph is rather lengthy. However, we also wrote 
the monograph in a modular fashion, so it is easy to use. In particular, each review is divided into the following sections:

1. General description of the technique and why it should work
2. How general are the effects of this technique?
 2a. Learning conditions
 2b. Student characteristics
 2c. Materials
 2d. Criterion tasks
3. Effects in representative educational contexts
4. Issues for implementation
5. Overall assessment
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A B S T R A C T

Differing worldviews give interdisciplinary work value. However, these same differences are the primary hurdle
to productive communication between disciplines. Here, we argue that philosophical issues of metaphysics and
epistemology subserve many of the differences in language, methods and motivation that plague interdisci-
plinary fields like educational neuroscience. Researchers attempting interdisciplinary work may be unaware that
issues of philosophy are intimately tied to the way research is performed and evaluated in different fields. As
such, a lack of explicit discussion about these assumptions leads to many conflicts in interdisciplinary work that
masquerade as more superficial issues. To illustrate, we investigate how philosophical assumptions about the
mind (specifically the hard problem of consciousness and mind-body problem) may influence researchers in
educational neuroscience. The methods employed by researchers in this field are shaped by their metaphysical
beliefs, and arguments around these issues can threaten accepted disciplinary ontologies. Additionally, how a
researcher understands reduction in the special sciences and how they place their colleagues in this ontology
constrains the scope of interdisciplinary projects. In encouraging researchers to explicitly discuss the
philosophical assumptions underlying their research we hope to alleviate some of the conflict and establish
realistic expectations for collaborative projects.

1. Introduction

Interdisciplinary work is increasingly important and valued in
academia. The questions of greatest practical importance today are
rarely discipline-specific and can be investigated using many different
methods. When considering questions that affect humanity broadly –
such as those concerning health, international affairs, environment,
education, or resources – the complex and systemic nature of these
questions necessitates the ideas and methods from many different
disciplines come together and develop comprehensive solutions. The
possibility for the success of interdisciplinary work is evident from a
growing body of publications and journals dedicated to combining two
or more fields, such as npj Science of Learning (journal which pools
research from neuroscience, psychology, and education in order to
explore human learning), and the World Review of Science,
Technology, and Sustainable Development (a journal which pools
ideas from chemistry, economics, and urban development in order to
explore sustainable development).

In this paper, we use the term “interdisciplinary” broadly; as that
which involves sharing of information and frameworks specific to

qualitatively different academic fields in an attempt to answer a
common question. The most difficult and relevant instances of this to
our discussion are cases of transdisciplinary projects where discipline
specific knowledge must be synthesised and a new language and set of
methodologies must be created as an integration of the relevant
disciplines [1]. However, researchers engaging in all forms of multi-
disciplinary collaboration (along the continuum frommultidisciplinary,
interdisciplinary to transdisciplinary practice) will benefit from the
discussion herein.

Funding bodies recognize the importance of communication be-
tween disciplines in addressing complex problems and incentivise
these endeavours by requiring researchers to work together for many
competitive grant applications. The major funding bodies for science
research in the USA and Australia, namely the National Institute for
Health (NIH), National Health and Medical Research Council
(NHMRC), and Australian Research Council (ARC), all encourage
interdisciplinary research. In June 2016, out of a total of 1093 active
grant calls for research at the NIH, 21.0% mentioned the word
multidisciplinary, 13.9% mentioned the word interdisciplinary, 2.8%
include the word cross-disciplinary, and 3.8% mentioned transdisci-
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to implement something akin to an ecosystem model. A representation of this notion is
presented in Fig. 4.

This approach would involve a meta-model of learning where many inferences are made
and triangulated. This model has been advocated in the emerging field of psychoinfor-
matics (Yarkoni 2012). A feature of this approach is that, rather than treating different
forms of information as hierarchical in time and space, all indicators and conceptualisa-
tions are treated as broadly equal and indicative of the central and holistic meta-construct.
While this ecological approach may suggest some issues about conceptual confusion, many
of these matters are dealt with using measurement models and sophisticated statistical
inference. Bayesian modelling and machine learning are already making inroads in this
regard. Diverse forms of evidence can be built into these models, and they can be refined
over time as more information is passed through the system. Weightings can be manip-
ulated based on what seems to be impacting on the outcomes the most. From this, a more
sophisticated model of learning can be developed that provides improved fit to the data.

In practice, this model could inform the application of learning analytics across levels of
analysis and a diverse set of researchers with different methods for interpreting data. To
add to the complexity, these levels of analysis and interpretation is situated in dynamic
complexity within the higher education system. While the larger system complexity is out
of scope of this paper, the explication of approaches to conceptions of learning at the outset
may at the very least more firmly contextualise directions in transdisciplinary collabora-
tions. As we have alluded to in thus far, the key here is that all members of a transdis-
ciplinary project discuss and make explicit their conceptual resources: that is, their
definition of learning, where they see learning occurring and the methods by which they
infer learning from the outset. A hierarchical model belies an assumption that some forms
of evidence are more rigorous or relevant than others. While this may be true to an extent,
it does not help resolve fundamental differences in the approach that researchers and
practitioners from different disciplines to make sense of data. Our ecological model is not
designed to be an exact representation of reality, however, it does provide a way of
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Fig. 4 Representation of an ecosystem model of evidence for big data interpretation
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